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The experimental realization of Fermi-Hubbard tweezer arrays opens a new stage for engineering
fermionic matter, where programmable lattice geometries and Hubbard model parameters are com-
bined with single-site imaging. In order to use these versatile experimental Fermi-Hubbard models
as quantum simulators, it is crucial to know the Hubbard parameters describing them. Here we
develop methods to calculate the Hubbard model parameters of arbitrary two-dimensional lattice
geometries: the tunneling t, on-site potential V , and interaction U , for multiple bands and for
both fermions and bosons. We show several examples. One notable finding is that equally deep
and separated tweezers actually give spatially non-uniform Hubbard parameters, and we demon-
strate procedures to find trap configurations that equalize these parameters. More generally, these
procedures solve the inverse problem of calculating Hubbard parameters: given desired Hubbard
parameters, find trap configurations to realize them. These methods will be critical tools for using
tunnel-coupled tweezer arrays.

I. INTRODUCTION

The Fermi-Hubbard model has been widely studied
over a half century as it captures a key feature of strongly
correlated matter, the competition between kinetic and
interaction energy in a lattice, which is relevant to al-
most all quantum materials. Although it is the simplest
model for studying interacting fermions on a lattice, it
displays rich physics, such as a metal-insulator crossover,
antiferromagnetic order, strange metallicity, and poten-
tial d-wave superconductivity [1–6]. Due to its richness,
the Fermi-Hubbard model is of fundamental interest, and
is studied in numerous quantum simulation platforms.

Ultracold atoms in optical lattices have been paradig-
matic quantum simulators of Hubbard models. Nu-
merous long-studied Fermi-Hubbard phenomena have
been observed and explored using optical lattice experi-
ments [7–11]. Recently, quantum gas microscopes capa-
ble of resolving single lattice sites have further extended
the capability of quantum control and quantum simula-
tion [12–14].

Nevertheless, optical lattice Hubbard models have im-
portant limitations, most apparently that they are re-
stricted to periodic potentials since they are formed by in-
terfering lasers. Additionally, optical lattice experiments
have yet to reach temperatures deep into the regime char-
acteristic of antiferromagnetism or potential supercon-
ducting order [15, 16].

Recently, atoms in tunnel-coupled optical tweezer ar-
rays have provided a platform for simulating Hubbard
models with programmable one-dimensional (1D) [17–
22] and two-dimensional (2D) [23] geometries, and dra-

∗ htwei@rice.edu

matically new capabilities for reaching lower tempera-
tures and entropies. In particular, using near-unit fill-
ing and post-selection techniques to prepare low-entropy
initial states for adiabatic preparation may allow exper-
iments to access previously inaccessible low-temperature
phases [21, 23].
However, to utilize tunnel-coupled tweezers as quan-

tum simulators, one needs to know the programmed
Hubbard model parameters: on-site potentials, tunneling
rates, and interactions. Theory is necessary, as measur-
ing or calibrating all of these parameters experimentally
is challenging – cross-effects between traps make inde-
pendently measuring parameters difficult.
Although in principle these parameters can be deter-

mined from the single-particle eigenstates, the calcula-
tions are significantly more complicated than for optical
lattices. In both cases, one first determines the single-
particle eigenstates and then uses these to calculate local-
ized Wannier functions from which Hubbard parameters
are obtained. For tweezers, however, there are obstacles
in both steps.
The first obstacle is the challenge of finding the eigen-

states. Tweezer arrays are non-separable, in contrast to
many optical lattices, which reduce to one-dimensional
problems. Additionally, tweezers have no spatial period-
icity, increasing the size of systems that must be consid-
ered. Despite these challenges, discrete variable repre-
sentation (DVR) methods [24–29] that were first applied
to two tunnel-coupled tweezers in Ref. [30] are able to
efficiently find the eigenstates. DVR methods combine
the exponential convergence of spectral methods with the
sparsity of real-space finite-difference methods.
The second obstacle is that determining appropriately

localized Wannier functions is more involved than for lat-
tices, even after the single particle eigenbasis is found.
For optical lattices, the Wannier functions are simply
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Fourier transforms of the eigenstates because of the peri-
odicity of the lattice. While for only two identical tweez-
ers, one can determine the Wannier functions from re-
flection symmetry [30], for general tweezer arrays finding
the unitary basis transform that gives localized Wannier
functions are more involved.

In this paper, we develop a method to compute the
Hubbard parameters for tunnel-coupled tweezer arrays
given the trap parameters. We illustrate this method on
several 1D and 2D geometries and to multi-band mod-
els. The method works by combining the DVR method
for single-particle eigenstates with techniques to compute
maximally localized Wannier functions that have been
developed in condensed matter and quantum chemistry
[31]. In the context of ultracold matter, similar methods
were used to construct Wannier functions for 1D double-
well and 2D honeycomb lattices [32, 33], but for these
periodic lattices Bloch eigenstates can be obtained by di-
agonalizing a single unit cell so DVR techniques are less
necessary, and Wannier functions are translations of each
other.

One important finding of our example calculations is
that even when tweezers are nominally uniform – the
Gaussian beams have equal spacing, waists, and depths
– the resulting Hubbard parameters vary spatially. This
presents an obstacle to simulating translational invariant
many-body systems, which have uniform Hubbard pa-
rameters. We therefore propose and demonstrate tech-
niques to equalize the Hubbard parameters.

The paper is organized as follows. Sec. II presents the
method and demonstrates Hubbard parameter calcula-
tions in optical tweezer arrays. We then describe our
methods and propose two experimental protocols to in-
crease control of Hubbard parameters in Sec. III, and
demonstrate these suffice to achieve spatially uniform
Hubbard parameters. Sec. IV concludes. Our source
code is publicly available on GitHub [34].

II. HUBBARD PARAMETER CALCULATIONS

This section shows the methods and results of our
Hubbard parameter calculations. Sec. II A presents the
theoretical description of tunnel-coupled tweezer arrays
and outlines our approach to calculating Hubbard pa-
rameters. Sec. II B describes the DVR method to ob-
tain single-particle eigenstates. Sec. II C describes how
to construct the maximally-localized Wannier functions
(MLWFs) from which the Hubbard parameters are cal-
culated. Sec. IID then calculates and discusses the Hub-
bard parameters in various 1D and 2D lattice geometries.
This exhibits the power of the tweezer platform and the
efficiency and flexibility of our algorithm.

FIG. 1. Hubbard model realized in an optical tweezer array.
(a) Tweezers are brought together in an array, with tunable
trap depths V0,i, spacings aij , and waists wi, where indices
index tweezers. (b) Under suitable conditions, the array is de-
scribed by a low-energy effective Hubbard model with tunnel-
ings tij and interactions Ui. (c) Due to cross-talk, setting dis-
tances between traps and trap depths equal gives potentials,
interactions, and tunneling rates that are inhomogeneous: the
existence of the right trap changes the energy barrier between
the left and center traps, for example. (d) Two methods to
equalize Hubbard parameters are to adjust trap waists (in ad-
dition to locations and depths), as is shown in (a), or to add
“ghost traps” as in (d).

A. Tweezer arrays and outline of obtaining
Hubbard parameters

The optical tweezer array is made of tightly-focused
Gaussian lasers, each of which induces an attractive po-
tential [Fig. 1(a)],

Vtrap(r) =
−V0

1 + z2

z2
R

exp

 ∑
ξ=x,y

−2ξ2(
1 + z2

z2
R,ξ

)
w2

ξ

 , (1)

where r = (x, y, z) is the Cartesian coordinate vector,
and ξ goes over x and y transversal coordinates only, V0 is
the trap depth, wx (wy) and zR,x (zR,y) is the trap waist
and Rayleigh range in x (y) direction. zR is the “effec-

tive” Rayleigh range, defined by 1
z2
R

= 1
2

(
1

z2
R,x

+ 1
z2
R,y

)
.

The trapping laser beams’ locations and depths are pro-
grammable via deflections from a driven acousto-optic
modulator (AOM), or potentially phase masking by a
spatial-light modulator (SLM).
Bringing traps close enough together results in coher-

ent tunnel-coupling, and in the right regime (described
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in what follows) gives a system described by a Fermi-
Hubbard model [Fig. 1(b)]. The continuum Hamiltonian
of atoms in the tweezer array is

H =H0 +Hint

=

∫
ddr ψ†(r)

[
− ℏ2

2m
∇2 + Vtotal(r)

]
ψ(r)

+
1

2

∫
ddrddr′ ψ†(r)ψ†(r′)Vint(r − r′)ψ(r′)ψ(r),

(2)

with total trapping potential

Vtotal(r) =
∑
i

Vtrap,i(r −Ri) (3)

where Ri are the beam centers, ℏ is the reduced Planck
constant, m is the atom mass, ψ(r) [ψ†(r)] is the annihi-
lation [creation] operator, and Vint(r− r′) is the interac-
tion, which in atomic systems, where the typical particle
separation is large compared to the interaction range, is

Vint(r − r′) =
4πℏ2as
m

δ(r − r′) (4)

where as is the s-wave scattering length. In principle,
this interaction needs to be regularized, but for what we
will do this unregularized form suffices since we will only
use matrix elements in a finite basis of analytic func-
tions. Longer-ranged interactions, as occur in ultracold
molecules [35–37] and Rydberg-dressed atoms [38–40],
can be incorporated into our theory straightforwardly.

Under suitable conditions, the continuum Hamilto-
nian, Eq. (2) is equivalent to a Hubbard Hamiltonian.
Specifically, when the interaction strength and tempera-
ture are weak compared to energy gaps to excited states
out of the manifold that we will keep to describe the Hub-
bard limit (analogous to “band gaps” in infinite periodic
systems), and the number of particles is sufficiently low
so that single-particle states above this gap are not oc-
cupied, one can project Eq. (2) to the states necessary
for an accurate description of the physics, which is often
only a few bands or even a single band. Then Eq. (2) is

HFH = −
∑
µ

∑
ij

tijµa
†
iµajµ +

∑
µ

∑
i

Viµniµ

+
∑
µν

∑
i

Uijkl;µνδσa
†
iµa

†
jνakδalσ, (5)

where µ, ν, δ and σ index the “bands”, i, j, k and l index

lattice sites, and aiµ (a†iµ) is the operator that annihilates

(creates) an atom on an orbital Wiµ(r), which is related
to the field operators via the transformation

ψ(r) =
∑
iµ

Wiµ(r)aiµ, (6)

and the Hubbard parameters are given by

tijµ = −
∫
ddrW ∗

iµ(r)

×
[
− ℏ2

2m
∇2 + Vtotal(r)

]
Wjµ(r) (7)

Viµ =

∫
ddrW ∗

iµ(r)

[
− ℏ2

2m
∇2 + Vtotal(r)

]
Wiµ(r)

(8)

Uijkl;µνδσ =
4πℏ2as
m

×
∫
ddrW ∗

iµ(r)W
∗
jν(r)Wkδ(r)Wlσ(r). (9)

In general, the set of orbitals {Wiµ(r)} can be an arbi-
trary single-particle basis spanning the truncated space.
However, it is useful to choose Wiµ(r) to be as localized
as possible, (by some measure introduced later), referred
to as maximally localized Wannier functions (MLWF),
in which case the tijµ and Uijkl;µνδσ can be truncated
by discarding matrix elements between sites far enough
apart in real space. In sufficiently deep lattices, it is an
excellent approximation to truncate tijµ to nearest neigh-
bors and Uijkl;µνδσ to on-site interactions, in which case
we will denote it Ui;µνδσ. We will often suppress the spa-
tial indices if the parameters are uniform and suppress
the band index in the single-band case.
In infinite periodic lattices, the MLWFs are sim-

ply Fourier transforms of the single-particle eigenstates
(Bloch wavefunctions), as shown in Fig. 2(a). The situa-
tion for optical tweezer arrays is more complicated, and
more general unitary transformations from the single-
particle eigenstates are required, illustrated in Fig. 2(b)].
Our method, detailed in the next two subsections, is,

therefore, to (1) solve for the single-particle eigenstates,
(2) find the MLWFs by finding the unitary transforms
that give MLWFs in the eigenstate basis truncated to the
desired low-energy bands, and (3) compute the Hubbard
parameters with Eqs. (7), (8), and (9).

B. Discrete variable representations

We employ the DVR method, following Ref. [30], to
calculate the single-particle eigenstates with the lowest
energies. The DVR method solves the Schrödinger equa-
tion in a basis of position basis states at grid points
rn (inside some spatial region) projected into a low-
momentum subspace. It maintains the exponential con-
vergence of spectral methods and sparsity of methods
that use finite-difference derivatives on real-space finite
grids. All matrix elements are simple to obtain analyt-
ically. The sparse Hamiltonian can be diagonalized by
the Lanczos algorithm to obtain the lowest energy eigen-
states. Besides the benefits above, symmetries, such as
spatial reflection or rotation, can be easily incorporated
into the choice of DVR basis, to reduce the size of the
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𝝍𝒒 = 𝒆𝒊𝒒𝒙|𝒖𝒒⟩ 

Fourier

eigenstates 

unitary 𝑫

a

b

𝝍𝒒𝟏

𝝍𝒒𝟐

𝝍𝒒𝟑

𝝓𝟏

𝝓𝟐

𝝓𝟑 𝑾𝟏 𝑾𝟐 𝑾𝟑

𝟏𝑾 𝑾𝟐 𝑾𝟑

FIG. 2. Maximally localized Wannier functions. (a) In a typ-
ical optical lattice the Wannier functions are Fourier trans-
forms of the Bloch wavefunctions of the bands of interest
(usually lowest energy), while (b) in tweezer arrays, the Wan-
nier functions are unitary transforms D of the relevant single-
particle eigenstates (usually lowest energy), whereD is chosen
to produce the maximally localized set of Wannier functions,
as measured by the cost function Eq. (12). Maximal localiza-
tion ensures that the tunneling and interactions in the effec-
tive Hubbard model resulting from this basis can be truncated
to short distances.

matrix. The DVR method was shown to be an effective
method for treating atoms in optical tweezers [23, 30].

We choose the DVR basis in a box on a Cartesian grid
of points. The method has two convergence parameters
(for each Cartesian direction) associated with the basis
choice: the size of the box, and the grid spacing. We use
a DVR grid point spacing (0.15, 0.15, 0.36)wx and set the
distance from the outermost trap centers to the system
boundaries to L0 = (3, 3, 7.2)wx. An assessment of the
convergence is given in App. A. We find that the Hubbard
parameters presented in this paper are likely converged
to a relative accuracy of 10−8 or better.
In our calculations, we make use of spatial reflection

symmetries in x, y, and z directions. The lattice is on the
z = 0 plane so it’s z-reflection symmetric, and the coor-
dinate origin is set such that the lattices presented in the
paper have x and y direction reflection symmetries. Un-
less otherwise mentioned, we calculate the z-reflection-
even sector only to find the lowest energy states. For 1D
lattices, the lattices sites are on y = z = 0 line, so we
further only consider the y- and z-reflection-even sectors.

C. Maximally localized Wannier functions

Given the eigenstates of the DVR calculation obtained
by the methods of the last section, we now describe how
to obtain the MLWF, essentially following the techniques
in Ref. [31]. We truncate the eigenstates to those in the
“bands” of interest. For a single-band model, it suffices to

truncate to a number of eigenstates equal to the number
of traps. In the present paper, we truncate by keeping
the lowest-energy states, but other truncation schemes
could be used.
In this truncated eigenbasis {|ϕa⟩}µ chosen for the µ-th

band, we seek a new maximally-localized basis

|Wiµ⟩ =
∑
a∈Aµ

D
(µ)
ia |ϕa⟩ , (10)

where i indexes sites, D
(µ)
ia is a unitary matrix within

µ-th band, and Aµ is the low-energy subset of the eigen-

basis picked to form the µ-th band. The D
(µ)
ia is chosen

to minimize the sum of spatial spreads of the Wannier
functions,

Ωµ =
∑
i

⟨Wiµ| r2 |Wiµ⟩ −
∑
ξ

⟨Wiµ| rξ |Wiµ⟩2
 , (11)

where rξ = x, y, z. Other similar cost functions can
be used, as described in Ref. [31], but all should give
equivalent results when the Hubbard-regime approxima-
tions described above are valid. For numerical pur-
poses, it is convenient to work with an equivalent form
obtained by subtracting the unitarily invariant part∑

ξ tri [Pµrξ(1− Pµ)rξ], where the trace tri is over all

Wiµ for the given µ, and Pµ =
∑

i |Wiµ⟩ ⟨Wiµ| is the
projector onto the µ-th band,

Ω̃µ =
∑
i̸=j

∑
ξ

| ⟨Wiµ| rξ |Wjµ⟩ |2

=tri
[
X ′2 + Y ′2 + Z ′2] , (12)

where pure off-diagonal matrices X ′, Y ′ and Z ′ are de-
fined as, for example, X ′

ii = 0 and X ′
i ̸=j = ⟨Wiµ|x |Wjµ⟩.

It is worth noting that the cost function is always non-
negative, and zero value is taken if all the matrices X ′,
Y ′ and Z ′ are diagonalized simultaneously. For 1D since
only X ′ is nonzero, we make use of this fact and per-

form eigendecomposition to derive D
(µ)
ia for better per-

formance. In higher dimensions, these matrices don’t in
general commute in the DVR basis, since it is an in-
complete basis, and therefore numerical minimization is
needed. But as shown in App. B, it can be proven that
the Ω̃µ doesn’t depend on phase of matrix elements of

D
(µ)
ia , so the latter can be reduced to orthogonal matrix.

The minimization over orthogonal D
(µ)
ia for each µ can

be done by established Riemannian manifold optimiza-
tion algorithms, implemented by the pymanopt package
[41].

After constructing MLWF by obtaining D
(µ)
ia for every

band, we can now directly calculate Hubbard parameters
t and V from Eqs. (7) and (8). These equations give

Viµ =
∑
a

ϵa|D(µ)
ia |2, (13)

tijµ = −
∑
a

ϵa(D
(µ)
ia )∗D

(µ)
ja i ̸= j, (14)
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and

Ui;µνδσ =
4πℏ2as
m

∑
abcd

(D
(µ)
ia D

(ν)
ib )∗D

(δ)
ic D

(σ)
id

×
∫
ddr ϕ∗a(r)ϕ

∗
b(r)ϕc(r)ϕd(r), (15)

where ϵa is the energy of the single-particle eigenstate
|ϕa⟩, and the integral is done numerically.

Since
∑

iµ Viµ is irrelevant in particle number conserv-
ing system, in practice we shift Viµ to the average value
over all Vi1’s in the lowest µ = 1 band.

D. Results

This section presents the results of calculating Hub-
bard parameters in various 1D and 2D lattices. For con-
creteness, the trap parameters are those of recent exper-
iments with 6Li atoms [21, 23], but all of our methods
are general. For rectangular lattices, the lattice con-
stant is set to ax = 1550nm along the x direction and
ay = 1600nm in the y direction [42]. For triangular-
type lattices e.g. kagome and honeycomb with defects,
we use a = 1550nm for all neighbor bonds. We use a
λ = 780nm laser wavelength, and use an isotropic trap
waist w = wx = wy = 1000nm to generate circular traps
with depth V0 = h × 52.26kHz (h is Planck’s constant).
This results in an isotropic Rayleigh range in z direction

of zR = πw2

λ = 4028nm. The s-wave scattering length
is as = 93.66nm. These are the parameters used in our
calculations throughout the paper unless mentioned oth-
erwise.

Fig. 3 shows the Hubbard parameters calculated
for five example geometries in the single-band limit.
Figs. 3(a) and (b) show chains and rectangular lattices,
small versions of geometries routinely realized in optical
lattices. Figs. 3(c) and (d) show geometries that are more
challenging, but possible, to realize in an optical lattice:
a 2 × 2 Lieb lattice [43] and a kagome lattice [44, 45].
Finally, Fig. 3(e) shows a geometry that is straightfor-
ward to create in tweezers that would be extraordinarily
difficult or impossible to realize in an optical lattice, a
honeycomb lattice with a Stone-Wales defect [46]. For
all the calculations the manifold optimizations (and ma-
trix diagonalization for Fig. 3(a)) converge to machine
precision for the resulting MLWFs. These calculations
each run in no more than around 1 minutes on a laptop.
The majority of the time is spent on diagonalizing the
DVR matrices.

In addition to demonstrating the efficacy of the
DVR+MLWF method described in Sec. II A–IIC, these
results allow us to assess the accuracy of range-truncating
the tunneling and interactions in Eq. (5). Fig. 3(a) shows
that the tunneling amplitudes decay rapidly with increas-
ing distance for the 1D chain. The same is true for the
Uijkl’s, where we find the on-site Ui’s are two orders of
magnitude larger than any U ’s involving two or more

sites. These justify the effective Hubbard model descrip-
tion.
Higher bands can be included in the Hubbard models

if desired, and the methods employed here work without
modification. Fig. 4 illustrates this for two-band Hub-
bard parameters for a 3×3 rectangular lattice consisting
of two lowest-energy bands: the first spanned by ML-
WFs that are approximately single-trap ground states,
and the second spanned by the first excited state, which
is odd under z-reflections. Given the reflection symme-
tries of two bands, the only non-zero interband Uµνδσ’s
are Uµννµ, Uµµνν with µ ̸= ν, and they are equal be-
cause all MLWFs are real. This result shows the power of
the DVR+MLWF calculation method. Access to higher
bands could pave the way to simulating multi-orbital
models, an important aspect of real materials.
An interesting feature revealed by Fig. 3 is that Hub-

bard parameters vary spatially over the tweezer arrays,
despite these tweezers’ equal spacing and depth, due to
the cross-talk illustrated in Fig. 1(c). This shows the need
to adjust trap parameters to achieve uniform t, U , and
V , a task we take up in Sec. III. We note, however, that
the nonuniformity is largely concentrated near the edge
of the system, as is shown in Fig. 3(a) and (b), inspir-
ing one of our protocols to equalize Hubbard parameters
discussed in detail in Sec. III.

III. EQUALIZING HUBBARD PARAMETERS

For quantum simulations often we are interested in
translation-invariant models, but Sec. II showed that
equally-spaced and equal-depth traps do not lead to spa-
tially uniform Hubbard parameters. This is natural, be-
cause optical tweezer arrays, in contrast to optical lat-
tices, lack translation invariance. The cross-talk between
traps breaks the trap uniformity, as is shown in Fig. 1(c).
This effect is particularly severe at the boundaries. So it
is an important question of whether and how trap param-
eters can be chosen to equalize the Hubbard parameters.

A. Method

One approach to equalizing the trap parameters is to
introduce a cost function measuring how unequal the pa-
rameters are and to use optimization algorithms to min-
imize this over the space of trap parameters: the trap
center positions ri and the individual trap depths V0i.
We use the cost function

C =
1

t̃2

∑
q

1

Nq

∑
i

(qi − q̃)
2

(16)

where q = tx, ty, V , and U labels the Hubbard param-
eters being equalized, {q̃} are target values for the pa-
rameters (we allow separate tunnelings tx and ty for
anisotropic lattices), i indexes sites for U and V and
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FIG. 3. Hubbard parameters calculated for (a) an 8-site chain, (b) a 5 × 5 rectangle, (c) 2 × 2 Lieb plaquettes, (d) a star of
David (kagome plaquette), and (e) a honeycomb lattice with a Stone-Wales defect. Each node of the graph shown is centered
at the Wannier function peak position. Numbers offset from the nodes are on-site interactions U , inside circles are on-site
potentials V , and on bonds are tunnelings t, all in units of h×Hz. The transparency of bonds reflects the tunneling strength.
Further neighbor tunnelings are showed in (a), but omitted elsewhere. Tweezer parameters are specified in the main text.
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FIG. 4. Two-band Hubbard parameters for (a) the first band, (b) interband interactions between the first band and the
z-excited band, and (c) the z-excited band. The z-direction is out of the plane, and the z-excited band is the lowest energy
excited band for the parameters considered, as described in the main text.

indexes bonds for tx and ty, Nq labels the number of
Hubbard parameters of kind q, and t̃ is the smaller of
t̃x and t̃y. This characterizes the parameter fluctua-
tions compared to the most sensitive energy scale in the
model. The optimization algorithms we use are the se-
quential least-square programming (SLSQP) method in
scipy package and principal axis (PRAXIS) method in
nlopt package in Python programming language. We ap-
ply both methods and choose the better minimum.

This cost function depends on the target Hubbard pa-
rameters {q̃}. One cannot simply choose these arbitrar-
ily, as there are constraints, for example on how large
parameters such as the tunnelings can be. For example,
for two traps, there is a maximum “tunneling” when the
two traps are focused at the same location. In practice,
in order to stay in the Hubbard regime, the tunneling
needs to be set much below this maximum. Additionally,
choosing target values for which a known trap configu-
ration gives Hubbard parameters reasonably close to the
target values will make the optimization more efficient,
reducing the number of Hubbard parameter calculations
required and reducing the chances of getting stuck in a
local, rather than global, minimum.

To obtain target {q̃}, we have found the following pro-
cedure works well. We first calculate Hubbard param-
eters for initial trap configurations in the geometry de-
sired, and then we choose the largest interaction in the
lattice as our target Ũ , and the smallest tunneling in the
x and y directions as our target t̃x, t̃y. To achieve the
desired U/ta values we can scale the geometry. The tar-
get value for V is set to zero (recall that mentioned in
Sec. II C the zero of V is shifted in every calculation to
the average of the lowest band).

In the following, we present results of equalizing Hub-
bard parameters to uniform target values. We will
present results from three protocols: the first two use
only capabilities demonstrated in existing experiments:
adjust only the trap positions ri and depths V0i, while
the third also allows the tweezer waists wi to be tuned,
and we suggest a method to accomplish this.

B. Equalization with previously demonstrated
tweezer techniques

We first try to equalize Hubbard parameters based on
how previous experiments were performed: we adjust the
trap positions ri and depths V0i. The results are shown in
Fig. 5. In this figure, especially Fig. 5(b), we can see we
can see how equalizing Hubbard parameters requires dis-
torting the experimental trap parameters. In Fig. 5 (and
following figures), the positions of the nodes are located
at the peaks of the Wannier functions; the transparency
of nodes shows the relative depths of trap V0i compared
to the trap with maximum depth.
From Fig. 5, we can see that although the total varia-

tion of V over the lattice is suppressed to less than than
∼ h×5Hz, the differences for interaction U and tunneling
t are only modestly improved compared to the uniform
trap configurations, such as results in Figs. 3 and 4. (The
squared variation is reduced by a few percent, while the
maximum difference can even increase slightly.) This is
particularly severe if we think of the most sensitive energy
scale t̃ in Hubbard model, as the maximal fluctuation of
U is as large as t̃. The variation is the most significant
when comparing between boundary and bulk sites. And
comparing among various lattices, it is more severe in
lattices with more neighbors.
It is natural that not all parameters can be equalized

since the number of Hubbard parameters is larger than
the number of tunable trap parameters. For example,
a large anisotropic square lattice has roughly four Hub-
bard parameters per trap (tx, ty, U , and V ), but only
three parameters to tune per trap (x and y location, and
trap depth V0i). Tradeoffs can be made in the accuracies
of the tx,y, V , and U by reweighting the terms in the
cost function Eq. (16), but at best one can equalize two
parameters fairly accurately.
In order to fully equalize all the Hubbard parameters,

more degrees of freedom must be introduced. Here we
present two proposals to achieve that goal: the first uses
extra “ghost traps” on the edges, and uses only tuning
of trap parameters already demonstrated in experiment
(positions and depths), and the second which uses trap-
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FIG. 5. Hubbard parameters for trap parameters that give the closest-to-equalized Hubbard parameters [according to Eq. (16)]
achievable with by varying trap position and depth for (a) an 8-site chain, (b) one Lieb plaquette, and (c) a 3× 3 rectangular
lattice. Number labels are as in Fig. 3.

dependent waists.

C. Proposal 1 for improved equalization: ghost
sites

The first proposal to equalize Hubbard parameters is to
add “ghost sites”, as shown in Fig. 1(d). Inspired by the
observation that the Hubbard parameter non-uniformity
is mostly near system edges, an experiment can simply
restrict to measurements on sites away from the edges,
and obtain good uniformity. If, additionally, one opti-
mizes for uniformity only on sites not along the edge by
including only non-edge sites in the cost-function, the pa-
rameters can be made uniform (we obtain a 2×10−4 rel-
ative variation between parameters in the example, with
error that is set by the optimization algorithm tolerance,
rather than a fundamental limitation of the protocol).
This is illustrated for the chain and square lattices in
Figs. 6(a) and (c). This protocol is suitable when one is
studying lattices of simple patterns, such as 1D chain or
2D square lattices.

A slightly more difficult case in which to employ ghost
traps is for a lattice such as the Lieb plaquette, as sev-
eral boundaries occur not as the edges of a large array,
but within each unit cell. Another example is when one
wants to study a finite-size Hubbard system with sharp
edges. In this case, ghost traps can still be used, but
one must ensure that particles do not occupy the ghost
traps. This can be done by ensuring the on-site potential
on the ghost traps is large enough to prevent occupa-
tion, which is done by giving the equalization algorithm
a 5% × V0 ≈ h × 2500Hz smaller initial value for V0 on
the center ghost trap, which is about one order of mag-
nitude larger than tunnelings. Fig. 6(b) shows that this
approach again works well for the Lieb plaquette by ap-
plying the special initial guess the central ghost trap “in-
side” the plaquette. This relative error is better than
2× 10−4 and controlled by optimization convergence cri-

terion, with a central ghost trap having Vi = h×1400Hz.

D. Proposal 2 for improved equalization : tunable
tweezer trap waists

Adding ghost traps is effective, but requires sacrificing
many traps (and associated laser power and imaging re-
gion) to traps that are not being measured. Ghost traps
are lattice geometry specific, and it might not work well
for irregular lattice geometries, such as a lattice with a
Stone-Wales defect as shown in Fig. 3(e). Additionally,
although we don’t explore it here, it would not provide
any significant ability to engineer higher bands’ Hub-
bard parameters. In this section, we introduce a second
method that offers more tuning parameters and does not
require additional traps.
This second proposal is to adjust each tweezer trap

waist wi individually, as is shown in Fig. 1(a), which in-
creases the number of trap parameters and gives a natural
way to tune the Ui, Vi, and tij more independently. Al-
though site-dependent waists have has not been demon-
strated in experiment, one idea to change the width of
each trap individually is to program it using the same
stroboscopic averaging that is used to create the tweez-
ers in the first place [23]. There may be limited control
of the exact shape created due to imaging resolution and
rate of strobing, but some control on trap width should
be possible.
The Hubbard parameters after optimizing using these

additional degrees of freedom are shown in Fig. 7. We
vary only waists wi,x in the x direction in Fig. 7(a)’s 1D
chain, while for the more complicated 2D systems shown
in Fig. 7(b) and (c), we allow for both x and y direction
waists wi,x, wi,y to vary.
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FIG. 6. Hubbard parameters equalized as in Fig. 5, augmented with “ghost sites” on the boundaries for (a) 8-site chain, (b)
one Lieb plaquette and (c) a 3× 3 rectangular lattice. Number labels are as in Fig. 3.

FIG. 7. Hubbard parameters equalized as in Fig. 5 and also allowing waists to vary: (a) an 8-site chain allowing x-direction
waist to vary, and (b) a Lieb plaquette and (c) a 3×3 rectangular lattice allowing trap waists to vary in the x- and y-directions.
Shape of each node shows the ratio between distorted trap waists in x and y directions. Number labels are as in Fig. 3.

IV. CONCLUSION

We have calculated the effective Hubbard model pa-
rameters for programmable fermionic optical tweezer ar-
rays, a novel platform for quantum simulations and com-
putation. We used a combination of a DVR method
to obtain single-particle eigenstates, truncating these to
the target energy band, and optimizing over the mani-
fold of unitary transformations for that energy subspace
to obtain the MLWF. We found that this method al-
lowed us to efficiently calculate Hubbard parameters. We
also presented results for several geometries: finite 1D

chains, 2D square lattices, Lieb lattices, and hexagonal
lattices with Stone-Wales defects. Multi-band calcula-
tions were demonstrated, for a two-band square lattice.
We note that the method is immediately applicable to
other systems, including bosonic atoms and long-ranged
interacting systems, such as lanthanide atoms [47–49],
polar molecules [35, 36, 50–52], or Rydberg-dressed
atoms [38, 39, 53]. In addition, our methods are equally
effective for recently developing hybrid lattice-tweezer
architecturesm, such as the optical lattices with pro-
grammable site-block tweezer beams [54].
One feature revealed by our results is that even though
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a tweezer geometry may be uniform (equal spacings and
depths for all traps), the resulting Hubbard parameters
may be non-uniform. This effect is most pronounced near
the edges of the trap arrays.

Since one often wants to study spatially-uniform Hub-
bard models, we introduced and demonstrated protocols
to design trap array parameters to achieve this. We ex-
pect that optimization with an appropriately chosen cost
function should also allow one to determine trap param-
eters that lead to desired non-uniform Hubbard models.

Although published experiments with tunnel-coupled
tweezers [17, 18, 21, 23] have worked with modest-sized
systems having at most ∼ 50 traps, experiments with
hundreds or perhaps thousands of sites and atoms seem
possible by extending current techniques. Experiments
with tweezer arrays of Rydberg atoms now routinely work
with over a hundred atoms. For example, a recent exper-
iments have reached 225 sites achieve a perfect filling of
one atom per trap [55] over 33% of the time in a room
temperature apparatus. Cryogenic experiments can offer
even larger arrays [56]. And there are clear routes to in-
creasing this number. There are no fundamental obsta-
cles to applying the same techniques to tunnel-coupled
tweezers. Our code readily handles such cases, scaling
well with the number of traps Ntrap. The time and mem-
ory required for DVR calculations scale no worse than
N2

trap. The time and memory costs to find the unitary
basis transformation are negligible and scale no worse
than DVR. In practice, we are able to calculate Hubbard
parameters of systems with 100 traps in about an hour
on a laptop.
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Appendix A: DVR convergence

In the main text, we use the DVR grid point spacing
∆x = (0.15, 0.15, 0.36)wx and set the box size by setting
the distance from outermost trap centers to the system
boundaries to L0 = (3, 3, 7.2)wx. This was shown to be
highly converged for a single trap in Ref. [23]. We addi-
tionally check the convergence in an 8-site chain Hubbard
parameter calculation, by comparing values of t, U , and
V among different grid point spacings ∆x and ranges L0.
In addition, we also check the U numerical integration
convergence by varying the number of points in the inte-
gration grid. All above results are summarized in Fig. 8,
indicating good convergence for the results presented in
the main text. Based on these results, we expect worst-
case errors from all sources across all results in the text to
be 10−8 or smaller. In the remainder of this appendix,
we will describe how the convergence of the algorithm
was assessed.
We characterize the error of a given Hubbard parame-

ter by extrapolating the convergence parameter (e.g. grid
spacing ∆x or spatial buffer size L0) to its fully converged
value (e.g. ∆x→ 0 or L0 → ∞), and then calculating its
maximum relative error over the whole geometry ϵmax,
defining the error as the relative difference between the
grid being assessed and the extrapolated grid:

ϵmax = max
i

|q(choice)i − q∗i |
|q∗i |

. (A1)

Here qi can be any Hubbard parameter tij , Vi or Ui and

the site (bond) index i is over the entire lattice. q
(choice)
i

means qi is calculated for some convergence parameters,
and q∗i is the qi extrapolated at the infinitely fine grid.
The extrapolation is performed by fitting the 3 most

accurate grid choices for the quantity qi using the expo-
nential function:

q
(choice)
i (N) = ae−bN + c, (A2)

where N is the grid fineness parameter. It can be N∆x,
NL or Nint whose definitions are given below. The ex-
trapolation is performed to N → ∞, so that q∗i = c for
each fit.
Fig. 8(a) shows the convergence with the DVR grid

spacing ∆x. We consider results for grid spacings
∆x = L0/N∆x with N∆x = 12, 14, . . . , 28, and we fix
L0 = (3, 3, 7.2)wx. These spacings range from ∆x∗ =
(0.107, 0.107, 0.0.257)wx to (0.25, 0.25, 0.6)wx. The grid
spacing we use in the main text corresponds toN∆x = 20.
These results suggest the grid spacing convergence error
is as small as 10−9 for calculations in the main text.

Fig. 8(b) shows the convergence with the total size
of the DVR box, measured by L0. We vary L0 over
L0 = (0.15, 0.15, 0.36)wx×NL where NL = 12, 14, . . . , 28
and we fix ∆x = (0.15, 0.15, 0.36)wx, with the best con-
vergence at L∗

0 = (4.2, 4.2, 10.08)wx. The box size we use
in the main text is NL = 20. These results show that the
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FIG. 8. The maximal error of 8-site chain Hubbard parameters vs DVR grid spacing ∆x = (1, 1, 2.4) × ∆x1, grid range
L0 = (1, 1, 2.4)× Lx and numerical integration grid point number Nint. Definition of each quantity is explained in App. A.

box-size convergence error is on the order of 10−9. We
see this error saturates to the error from ∆x.
Finally, Fig. 8(c) shows the convergence of U with the

numerical integration grid density. We choose the numer-
ical integration region to extend to 1.2 times the DVR
box, and the integration grid spacing to be set by the
number of grid points in each dimension, Nint. In the
main text, we use Niint = 257. The results show that the
numerical integration converges to the order of machine
precision.

For higher band case, we expect error convergence to
be similarly exponential, but with a slight larger prefac-
tor, according to calculations in [30].

In summary, all of our Hubbard parameter systematic
numerical errors are under control to an error less than
10−8. And our parameter choices are close to saturation.

Appendix B: Proof on all-real MLWF
transformation matrix entries

In this section, we prove that in our case, all entries in

MLWF unitary transformation matrix D
(µ)
ia can be cho-

sen to be real. This means it can be reduced to the
special orthogonal matrix. This is from the fact that the
tweezer trapping continuum Hamiltonian is real. With-
out loss of generality, we suppress the band index µ for
the derivation.

Our starting point is the cost function Eq. (12) to min-
imize in the main text in order to find out MLWFs:

Ω̃ =
∑
ξ

∑
i ̸=j

| ⟨Wi| rξ |Wj⟩ |2

=
∑
ξ

∑
i ̸=j

|
∑
ab

(Dia)
∗DjbRξ,ab|2, (B1)

where Rξ,ab ≡ ⟨ϕa| rξ |ϕb⟩ is shorthand for matrix ele-
ments of position operators in the eigenbasis {|ϕa⟩}.
Since the continuum Hamiltonian is real, it can be

proven that the eigenstates can be all-real. Think of

the complex conjugate of the eigenequation of ϕa with
eigenenergy ϵa:

H∗ϕ∗a = ϵ∗aϕ
∗
a → Hϕ∗a = ϵaϕ

∗
a. (B2)

Because both H and ϵa are real, ϕ∗a is the degenerate
eigenstate of the same eigenenergy. Proper linear combi-
nations of ϕa and ϕ∗a derive two real solutions. Therefore,
we claim that Rξ,ab matrices are hermitian and real.

As mentioned in the main text, this function is non-
negative, and the zero value can be taken if Rξ = X,Y, Z
can be simultaneously diagonalized. In a 1D lattice, only
Rξ = X matrix would be non-zero due to reflection sym-

metry, and the minimum of Ω̃ is found at the Dia diag-
onalizing Xab. This Dia is orthogonal (has only real en-
tries) because eigenstates of the real hermitian matrices
Rξ,ab can be chosen to be real, with the reason illustrated
above.

For higher dimensions the Dia that minimize Ω̃ are
no longer the eigensolutions of Xab, as the matrices Rξ

are basis dependent and in general don’t commute. The
optimization needs to be done numerically.

Nevertheless, the matrix Dia can be simplified to be
real entries by the following proof.

Since we cannot find a single real (orthogonal) matrix
to diagonalize 3 Rξ’s, we find 3 orthogonal matrices Oξ

to diagonalize the real hermitian matrices Rξ,ab respec-
tively:

Rξ,ab =
∑
mn

rξ,mδmnO
ξ
amO

ξ
bn, (B3)

where rξ,m is the m-th eigenvalue of matrix Rξ.

Then we decompose unitary matrix into two matrices

Dia =
∑

bO
ξ
abZ

ξ
bi, where we absorb all complex phases

into ξ-dependent matrix Zξ. It is clear that Zξ is unitary
as well.
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For each ξ we can expand the terms in cost function Eq. (B1), and simplify the equation by substituting Oξ:∑
i ̸=j

|
∑
ab

(Dia)
∗DjbRξ,ab|2 =

∑
i̸=j

|
∑
ab

(Dia)
∗Djb

∑
mn

rξ,mδmnO
ξ
amO

ξ
bn.|

2

=
∑
i̸=j

|
∑
ab

(Dia)
∗Djb

∑
m

rξ,mO
ξ
amO

ξ
bm.|

2

=
∑
i̸=j

∑
m

|(Zξ
mi)

∗Zξ
mjrξ,m|2. (B4)

The above is because of the orthogonality of Oξ. We then expand the complex modulus:∑
i ̸=j

∑
m

|(Zξ
mi)

∗Zξ
mjrξ,m|2 =

∑
i ̸=j

∑
m

(Zξ
mi)

∗Zξ
mjrξ,m

∑
n

(Zξ
nj)

∗Zxinirξ,n

=
∑
mn

rξ,mrξ,n
∑
i ̸=j

(Zξ
miZ

ξ
nj)

∗Zξ
niZ

ξ
mj . (B5)

Now we focus on the only complex part:

∑
i ̸=j

(Zξ
miZ

ξ
nj)

∗Zξ
niZ

ξ
mj =

∑
ij

−
∑
i=j

 (Zξ
miZ

ξ
nj)

∗Zξ
niZ

ξ
mj

=
∑
i

(Zξ
mi)

∗Zξ
ni

∑
j

(Zξ
nj)

∗Zξ
mj −

∑
i

(Zξ
miZ

ξ
ni)

∗Zξ
miZ

ξ
ni

= δmn −
∑
i

|Zξ
mi|

2|Zξ
ni|

2. (B6)

The last Kronecker delta is from that Zξ is unitary, and δ2mn = δmn.

We can see that every factor in the expression of Ω̃ is independent on the phase of any unitary matrix entry Zξ
mi.

So it suffices to assume all entries of Dia to be real.

[1] M. Imada, A. Fujimori, and Y. Tokura, Metal-insulator
transitions, Rev Mod Phys 70, 1039 (1998).

[2] A. Montorsi, ed., The Hubbard Model: A reprint volume
(World Scientific, 1992).

[3] H. Tasaki, The Hubbard model - an introduction and
selected rigorous results, J. Phys.: Condens. Matter 10,
4353 (1998).

[4] D. P. Arovas, E. Berg, S. A. Kivelson, and S. Raghu, The
Hubbard model, Annual Review of Condensed Matter
Physics 13, 239 (2022).
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mayer, and M. Prüfer, Optimizing optical potentials with
physics-inspired learning algorithms, Phys. Rev. Appl.
19, 044090 (2023).

[61] P. Wang, Z. Huang, X. Qiu, and X. Li, Pro-
grammable Hamiltonian engineering with quadratic
quantum Fourier transform, Phys. Rev. B 106, 134313
(2022).

[62] F. Werner, O. Parcollet, A. Georges, and S. R. Hassan,
Interaction-induced adiabatic cooling and antiferromag-
netism of cold fermions in optical lattices, Phys. Rev.
Lett. 95, 056401 (2005).

[63] D. Jaksch, C. Bruder, J. I. Cirac, C. W. Gardiner, and
P. Zoller, Cold bosonic atoms in optical lattices, Phys.
Rev. Lett. 81, 3108 (1998).

https://doi.org/10.1103/PhysRevLett.110.075301
https://doi.org/10.1103/PhysRevLett.110.075301
https://doi.org/10.1103/PhysRevLett.123.050402
https://doi.org/10.1103/PhysRevA.101.013427
https://doi.org/10.48550/arXiv.2301.11869
https://doi.org/10.48550/arXiv.2301.11869
https://doi.org/10.1103/PhysRevApplied.19.034048
https://doi.org/10.1103/PhysRevA.106.022611
https://doi.org/10.1103/PhysRevA.106.022611
https://doi.org/10.1038/s41534-020-00315-9
https://doi.org/10.1038/s41534-020-00315-9
https://doi.org/10.1063/5.0111128
https://doi.org/10.1063/5.0111128
https://doi.org/10.48550/arXiv.2210.03077
https://doi.org/10.48550/arXiv.2210.03077
https://doi.org/10.1103/PhysRevApplied.19.044090
https://doi.org/10.1103/PhysRevApplied.19.044090
https://doi.org/10.1103/PhysRevB.106.134313
https://doi.org/10.1103/PhysRevB.106.134313
https://doi.org/10.1103/PhysRevLett.95.056401
https://doi.org/10.1103/PhysRevLett.95.056401
https://doi.org/10.1103/PhysRevLett.81.3108
https://doi.org/10.1103/PhysRevLett.81.3108

	Hubbard parameters for programmable tweezer arrays
	Abstract
	Introduction
	Hubbard parameter calculations
	Tweezer arrays and outline of obtaining Hubbard parameters
	Discrete variable representations
	Maximally localized Wannier functions
	Results

	Equalizing Hubbard parameters
	Method
	Equalization with previously demonstrated tweezer techniques
	Proposal 1 for improved equalization: ghost sites
	Proposal 2 for improved equalization : tunable tweezer trap waists

	Conclusion
	Acknowledgments
	DVR convergence 
	Proof on all-real MLWF transformation matrix entries
	References


